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ABSTRACT 

Nepal is an agricultural country, where two-thirds of the population depend upon for livelihood. 
Pesticides and fertilizers play a key role in increasing the productivity of the crops. However, human 
inability to distinguish the type of plant disease on their own is leading to improper pesticide 
management. Previous research suggests, about 15-25% of the food products are lost annually 
whether in pre- or post-harvest activities reason being plant diseases due to improper pesticide 
management. This project aims to combine modern technologies and easy internet access to develop 
a tool for improving pesticide management by identifying and classifying plant diseases at farmers 
level. This paper presents a comprehensive study and development done on recognition and 
classification of plant leaf using Convolutional Neural Network. For understanding the requirements, 
study on several traditional approaches along with modern solutions were done during which gaps 
and possible improvements were found out. Field study was done to identify most common crops at 
the local level. Dataset on most used crops such as maize, potato, tomato and pepper were used. 
Each of around 1000 images on diseased and non-diseased leaves from Kaggle were used. Altogether 
around 10,000 images have been used for the training and validation. After using various CNN 
architectures, an architecture to best fit for our dataset was created. The custom architecture was 
able to generate an accuracy of 96%. 

Keywords: Plant disease, Pesticide Management, Artificial Intelligence, Rural, Convolutional Neural  
      Network, AI, Agriculture 

1 Introduction 
Nepal, a beautiful country sitting in the laps of Himalayas is rich in favorable climate and a fertile soil 
(Balasubramanian, 2014). This brings no surprise in Agriculture being the backbone of Nepal’s 
economy. Farming is subsistent in nature and crop is mostly integrated with livestock. The history of 
farming/ agriculture dates back to several centuries. It is believed that it started with rice, wheat, 
potato and maize genotypes (Joshi, 2017). Later many species such as tomatoes, paddy, millet, 
soybean and others were cultivated. The industry was booming in success until the pests came and 
dried out the entire terraces of cultivating land (Khadka, 2009).  Insects, mites, ticks, mice, rats and 
other rodents were causing a mayhem until farmers made use of pesticides. However, farmers were 
not knowledgeable on specific types of pests that were consuming the crops, so they used multiple 
pesticides that were likely. This led to an improper pesticide management which still persists today 
(Khadka, 2009). It not only increases the cost of the farmer but also affects the natural growth of crops 
subsequently having significant loss of crop productivity.  

2 Literature Review 
2.1 Traditional Approach 

Organic production unit in Tikathali, Lalitpur have been using a honeypot, as seen in fig 1. As illustrated 
in the figure, the bottom of the honeypot contains sweet chemicals that allures the pests. The pests 
enter through the hole in the top of honeypot (shown in red arrow). Small portion of the crop field is 
dug and then honeypot is carefully placed inside it.  
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Figure 1: Traditional Approach 

Some Nursery use rather simpler form such as putting sticky liquid in the leaves and stem of the crops 
to trap the pests. After identifying the pest, they apply the proper pesticide.  
Not all farmers are aware of this idea, so they simply use Urea, sugar and powder of maize to kill the 
pests. It is only capable of eliminating a certain species of pest. It works effectively in a small field but 
fails miserably in a large production. Also, this approach heavily relies upon a certain type of crop such 
as rice and wheat. 

2.2 Scientific Approach 

Juan F. Molina et al. (2014) introduced a shading-based system to identify an almost blight disease or 
any sort of infection on tomato leaf lets. The proposed method based on the arrangement of tomato 
leaves with the assistance of shading descriptors. Shading portrayal is finished utilizing shading 
structure descriptors (for example shading histogram by quantifies the measure of significant shading) 
utilizing Hue-Max-Min method, scalable shading descriptor (for example driving spatial shading 
conveyance) and shading design descriptors (shading design variety) utilizing YCbCr shading space 
transform. After calculation of all these feature or descriptor values, a novel technique based on 
settled leaf one out cross validation method is utilized to accomplish better classification proportion. 
The individual descriptor configuration evaluation performed utilizing an internal loop permit, while 
the external loop estimates performance appraisal between different descriptors. The creator inferred 
that shading structure descriptor gave better precision than different methods. 

2.3 Critical Analysis 

A robust system for automatic detection and classification of disease could be a valued tool in order 
to support early diagnosis. Accuracy generated is ok-ish so it could further be improved by 
experimenting with other classification methods. A greater dataset would be required for a 
guaranteed good statistical property along the learning process of the classifier. Wider set of 
descriptors such as texture, shape, size, etc. could also be considered. 
Kuo-YI Huang (2007) presented a methodology utilizing artificial neural networks for recognition of 
Phalaenopsis seedling disease with surface and color analysis. Lesion regions were portioned utilizing 
underlining guideline to separate background (pot), object (leaves) and exponentially change a 
variable parameter to improve the picture and to assess surface highlights of the lesion zone Gray 
Level Co-event matrix (GLCM) utilized. From that point onward, tricolor mean values of lesion regions 
are utilized to order ailments. The back propagation neural system classifier is then used to sort 
different deformities. At long last, creators had the option to recognize and classify noticeable lesion 
zones, however they were unfit to look at the contaminated territory on the encased cutting edges. 
The recognition and characterization framework can be likewise helpful for the improvement of 
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blossoms and plant leaves in greenhouse. 

2.4 Critical Analysis 

The detection capability of the system without being able to classify the disease type is as high as 97%. 
The model can classify the disease 89.6% of the time. The system can identify and classify visible lesion 
areas but is unable to inspect infected areas on the covered blades. Training samples of only 145 were 
used. The accuracy could drop significantly under large number of datasets.  
Pantech Solutions (2019) developed a system using BNN classifier to predict plant diseases using 
texture-based segmentation. Input image is resized, and region of interest selection is performed 
when required. Color features like mean, standard deviation of HSC color space and texture features 
like energy, homogeneity, contrast and correlation are extracted for network training and 
classification. Automatic classifier such as BPN with FF are used for classification. Network uses 
tangent sigmoid function as kernel function. Finally, authors were able to get simulated result with 
minimum error during training and better accuracy during classification.  

 

 
Figure 1: GUI pantech solution (Pantech, 2019) 

3 STUDIES AND FINDINGS 
Field visit was also done for understanding the requirements at the local level. For which following 
questions were asked:   

3.1 Analysis of target audience 

 
Figure 2: Analysis of target audience 

The system to be developed can have complex features and advance UI with respective to the target 
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audience. Farmer tend to have low qualification. One quarter or 24.4% have not studied at all and 
about 20% have studied from class 3 - 10 only. So, the application will have simple features and simple 
UI so that it will be accessible to all people independent of their qualification. The tasks will be 
performed with as few clicks as possible. 

3.2 Analysis of Most Grown Crops 
It is necessary to get an input on specific detail of the most common crops grown in the locality so that 
the application can meet the local level demands. The crops were first segregated into four aspects 
being grain, vegetables, pulses and fruit. Later on, more specific questions were asked.   

 
Figure 4: Category of crops 

3.3 Getting one step closer 
The following question was asked as an introductory question to step into the main matter. 88.4% of 
the farmers get the pests mean these farmers can further be interrogated to obtain more results.   

 
Figure 9: Getting pest in crops 

4 DATA ANALYSIS AND INTERPRETATION 
4.1 Model Architecture 
For the visualization of model structure, the following function was used model.summary()  
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Figure 13: Model Summary 

4.2 Grasping the Used Convolutional Filters and Operations 
In this model, a total of 5 convolutional layers with 26 filters each have been used. Following steps has 
been used throughout the model. First the images are imported to the apply the filters and in the 
process get the feature maps. 
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Figure 14: Read Image 

For viewing the feature maps and seeing the number of convolutional layers in the network. 

 
After that a function was created to plot the feature maps. 

 
Figure 15: Feature Map plotting 
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o First Feature Map 

 
Figure 16: First Feature Map 

o Second Feature Map 

 

 
Figure 17: Second Feature Map 

 

o  Third Feature Map 
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Figure 18: Third Feature map 

o Fourth Feature Map 

 
Figure 19: Fourth Feature Map 

4.2.1 ReLU Activation Function 

Mathematically defined by y = max (0, x), ReLU is a most commonly used activation function in neural 
networks. Particularly for Convolutional Neural Networks. Using simple math, it drops the neuron with 
the negative (-ve) value and activates neuron with the value of greater than 0. Below is an example to 
it.  
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4.2.2 Equation of ReLU 

 
  Figure 20: Equation of ReLU (Sharma, 2017) 

4.2.3 Max Pooling: Pooling Layer 

Features are stored in matrixes. Applying a pooling layer helps to reduce the computational power. It 
drastically reduces the size of parameters without omitting the important features. Below is a matrix 
before the pooling layer has been applied.  

 
After the max pool for the matrix above has been applied with a filter of (2x2), the following matrix is 
obtained. 

 
In this model, pool size of (3x3) has been used. 

 
Figure 21: Max Pooling 

4.2.4 Regularization 

The model maybe able to achieve high accuracy but when test with new images, the model may not 
be able to achieve good accuracy. This is called overfitting. Reducing the overfitting is done by the 
slight modification of the algorithm so that it is better generalized.  

 
Figure 22: Overfitting (Sharma, 2017) 
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In the provided image above, the black line is the generalized fitting whereas the green line shows 
overfitting. In this model, a ratio of 0.25 has been used: 

 

 
Figure 23: DropOut 

In every iteration, dropout carefully deactivates or drops a selected number of neurons. 
Before 

 
After   

 
         

4.2.5 Flatten Layer 

This layer converts the data into a 1-dimensional array so that matrix can be processed into dense 
layer.  

 
Figure 24: Flatten Layer (Paudel, 2012) 

Usage in this model 
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Figure 25: Flatten Layer usage 

4.3 Snapshot of The Home Page of Application 

 
Figure 26: Snapshot of the home UI 

4.3.1 Description 

A user-centric design has been made. The target audience of the project are farmers and farmers can 
have difficulty navigating in multipage designs. So, the main feature of the project has been displayed 
in the first page of the website. Proper icon selection has been done so that the image itself can help 
farmers identify the area they need to focus on. In case they have any difficulty, a big help icon is 
added on the side. After clicking on it, they are navigated to a new interface where they can view the 
instructions on how to use the page. For the home UI, a green color gradient has been selected as the 
project title is “Plant Disease Recognition System”.  

5 Conclusion and future work 
5.1 Critical Evaluation 

Even though there are already few applications that are designed and developed to identify and 
classify plant diseases, this project focuses more towards the real-life needs in the local level. Field 
study and domain research has been done to understand the requirement and needs of the farmers 
in the local level. There are hundreds and thousands of diseases a single plant can have so the 
researcher has focused more towards the most often occurring diseases in the locality.  
The major obstacle the researcher had is the colour segmentation. As most of the plants have the 
leaves in green colour, it was hard to identify the type of plant. The Brightside is the system is capable 
of identifying and classifying the disease 97% of the time. The accuracy in the beginning was about 90-
ish percentage and was later trained for multiple epochs to achieve such high accuracy. Another 
problem is, some of the disease have only about 200 samples. So, the system may identify other 
disease as shown in the confusion matrix. However, dataset for most of the disease is in good numbers 
and has consistent result even in the real-life scenario.  
Another issue of the matter is it is not able to detect any image other than plant image. Let’s say a 
user uploads cat image, the system is not able to say that it is not a valid plant leaf image. Due to the 
time limitations it could not be incorporated. This problem along with other will be processed in later 
version of the project. The greatest strength of the UI of the system is that is very simple, minimalistic 
and sticks to the core. However, upon doing an evaluation study, it was found that users want more 
features to have. Their recommendations have been recorded and will be valued. Speaking of 
recommendations, after data analysis another must have feature was identified. Farmers can do very 
less with just the identified disease name. They may or may not know the solution to the identified 
disease, so a recommendation page was also added. 
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5.2 Conclusion 

The system proposed is able to predict high level of accuracy. This was possible only after finding the 
gaps of previous researchers by doing secondary research i.e. literature review. Also, primary research 
methods and tools was used to get a detailed idea on the existing technologies available in the market. 
Primary researched helped me find the current necessity of features in the product. As discussed, 
secondary researched helped me find the gaps in the existing technologies. It was found that the most 
of the researchers used images under controlled environments. So, this project makes use of image 
with improper lighting conditions. Although, in this project itself a higher number of datasets could 
yield more precise results. More feedbacks have been collected from users through user evaluation. 
These feedbacks will be analysed and used for the further modifications and improvement of the 
developed system. 
The project researcher was planning to make aimed at creating a complete solution to diseases in 
most common plants. After diving into the world of plant diseases, researcher found out that there 
are hundreds and thousands of diseases in every single plant. Since the researcher was already in the 
middle of the project, he needed a solution. So, just like the most common plants in the locality, the 
researcher/developer has predicted and classified the most common plant diseases.  
The project followed agile methodology. For dividing the work flow and setting a milestone, a Gantt 
chart had been created. The report has been segregated systematically and chronologically in order 
to provide information on the research flow and development process. Every component and 
techniques have been illustrated in form of explanations, figures and tables. This system is based on a 
computer science and agriculture field to connect both of them and make the work more efficient.   

5.3 Future Work 

Excellent feedbacks have been received from the users from during the Evaluation Testing. Following 
additions will be done in the next version of the project. A loading screen will be added during the 
processing of the system. More and more plants will be added for the plant disease classification. A 
log in system will added so that people can record and view their history. Last but nonetheless, Nepali 
font integration could be done for the accessibility for the farmers. 
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